
2021:19
Author: Stuart Stothoff, Osvaldo Pensado
Southwest Research Institute, San Antonio, Texas, United States 
Report number: 2021:19
ISSN: 2000-0456
Available at: www.ssm.se

Importance-Sampling 
Time-Domain Random 
Walk (ISTIDRAW)  
Version 1.0 User Guide
A Code for Radionuclide Transport in Pathway Networks

Research



SSM 2021:19



SSM 2021:19

SSM perspective 

Background 
To support regulatory review of post-closure safety assessments of 
geological disposal systems it is of importance to possess regulatory 
independent modelling capacity. Typically, SSM’s independent modelling 
includesperforming simple scoping calculations, utilizing the imple-
menter’s own models with other equation solvers, or defining alternative 
conceptual models.

In order to model radionuclide transport in safety assessments, the 
Swedish Nuclear Fuel & Waste Management Co. (SKB), has used time-
domain particle tracking (TDRW) methods, algorithms that e.g. include 
the flexibility to account for variability and uncertainty in transport 
parameters. SSM has, to develop expertise in TDRW methods and to 
possess independent modelling tools in this respect, tasked Southwest 
Research Institute with developing a radionuclide transport model 
based on TDRW concepts in MATLAB®. The resulting code is titled 
ISTIDRAW (Importance Sampling Time Domain Random Walk). The  
following report includes a description of the model as well as a user 
guide for the developed computational tool.

Results
Southwest Research Institute has developed a code for radionuclide 
transport in pathway networks, Importance-Sampling Time-Domain 
Random Walk (ISTIDRAW) Version 1.0. The code offers an independent 
modelling tool for SSM to perform radionuclide transport analyses, to 
check radionuclide transport computations performed by SKB, to evalu-
ate limitations and nonstated assumptions of numerical methods, to 
explore the importance of alternative release scenarios with e.g. different 
representations of variability and uncertainty, and develop an under-
standing of the strengths and limitations of TDRW methods.

Relevance
The outcome of the project rendered a computational exploratory tool 
that SSM can use for independent modelling in future reviews of safety 
assessments in e.g. license applications for geological disposal facilities 
for radioactive waste.

Need for further research
The set of algorithms derived in the present project to sample trajectories 
in channel networks will, within the framework of a recently initiated 
research project (SSM2020-2460), be developed in order to e.g. further 
simplify the radionuclide transport pathways. The sampling algorithms will 
be interfaced with channel networks developed by researchers at Uppsala 
University (SSM2019-1201), aiming to further assess the long-term 
implications of channel networks in safety assessments.

Project information
Contact persons SSM: Henrik Öberg and Maria Nordén  
Reference: SSM2016-763 / 3030045-43
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1. Introduction 
The Swedish Nuclear Fuel and Waste Management Company (SKB) implemented a time-domain 

particle tracking (TDRW) algorithm (i.e., an algorithm based on sampling of residence time for 

packets of mass) to compute radionuclide transport for performance assessments of geological dis-

posal systems (e.g., SKB R-09-56; Painter and Mancillas, 2009). Stated advantages for TDRW al-

gorithms include the flexibility to (1) account for variability and uncertainty in transport parame-

ters, (2) account for downscale variability in flow paths, and (3) efficiently compute expected re-

leases at a detection boundary without the need to resolve detailed radionuclide fluxes between in-

dividual streamline segments. It is possible for particles to move along fast pathways and reach the 

detection boundary sooner than would be predicted by computational methods considering average 

flow fields and transport properties (e.g., continuum porous medium pathways). In order to de-

velop expertise in TDRW methods, the Swedish Radiation Safety Authority (SSM) commissioned 

the Center for Nuclear Waste Regulatory Analyses (CNWRA®) to develop a radionuclide transport 

model based on TDRW concepts in MATLAB®, without relying on proprietary functions. The re-

sulting code is titled ISTIDRAW (Importance Sampling Time Domain Random Walk). The goal 

of ISTIDRAW is to offer a tool for SSM to (1) perform radionuclide transport analyses; (2) verify 

radionuclide transport computations performed by licensees; (3) evaluate limitations and non-

stated assumptions of numerical methods; (4) explore the importance of alternative release scenar-

ios, possibly with different representations of variability and uncertainty; and (5) develop an un-

derstanding of the strengths and limitations of TDRW methods. 

 

This report is a user guide for ISTIDRAW. Chapter 2 provides an overview of the basis of the 

time-domain random walk method, but original sources should be consulted for details. Chapter 2 

also presents the basis of the importance sampling, which is intended as a strategy to resolve the 

leading edge of cumulative release and release rate curves with a relatively small number of reali-

zations. Chapter 3 describes the Microsoft® Excel® input worksheets, providing inputs such as the 

source release rates, decay chains, and pathway network and radionuclide transport parameters. 

Chapter 4 describes how to execute the model. Example MATLAB m-files are provided with the 

ISTIDRAW distribution to (1) execute ISTIDRAW, (2) perform post-processing of particle arri-

vals into radionuclide release rates and cumulative radionuclide releases, and (3) extract a limited 

number of trajectories from channel network files describing TRUE-Block field tests computed by 

collaborators from Uppsala University. The list of references is presented in Chapter 5. The Ap-

pendix describes equations to compute radionuclide retention times in the matrix.  

 

ISTIDRAW was developed as an exploratory code, outside a stringent quality assurance program. 

However, development included a level of basic control and testing. Radionuclide release rates 

were benchmarked against theoretical solutions, GoldSim®, and TDRW Version 2.1 (a precursor 

to MARFA, sponsored by SKB). Radionuclide decay and ingrowth functions were tested against 

GoldSim. The matrix diffusion model was compared to TDRW Version 2.1 and GoldSim pipe ele-

ments. GoldSim pipe elements predict more matrix retention than TDRW Version 2.1. The IS-

TIDRAW matrix diffusion model produced nearly identical results to TDRW Version 2.1. The 

GoldSim pipe can be calibrated to TDRW Version 2.1 by decreasing the porewater matrix diffu-

sion coefficient and increasing the fracture aperture, thus reducing the extent of matrix retention in 

the GoldSim pipe element. The reason for differences between GoldSim pipe elements and TDRW 

Version 2.1 should be further investigated. Again, ISTIDRAW produces consistent results with 

TDRW Version 2.1, which was a MARFA precursor.   

 

ISTIDRAW was tested with MATLAB 2013, 2015, and 2018 in Microsoft Windows®. It does not 

require any special MATLAB toolbox. ISTIDRAW requires Microsoft Excel to provide inputs.  
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2. Model Description 
ISTIDRAW implements algorithms to solve for radionuclide transport using TDRW concepts, fol-

lowing the description by Painter and Mancillas (2009) for the MARFA code. The model solves 

the advection-dispersion mass-balance equation along a one-dimensional (1D) flow path, account-

ing for diffusive exchange with stagnant water (matrix diffusion) perpendicular to the flow path. 

The boundary condition at the inlet of the path is a release rate,1 in units of mass/time. The inlet 

release rate is the source term (e.g., radionuclide release from degraded waste containers). IS-

TIDRAW does not provide source term models; the source term must be independently computed 

with a model of the engineered barrier system and the near field of a waste disposal system. The 

initial condition for the transport path is zero mass in the path. The one-dimensional path may be 

an open fracture or a channel established between fracture planes. 

 

ISTIDRAW considers radionuclide mass exchange between the fracture and the rock matrix. The 

mass exchange mechanism is diffusion perpendicular to the 1D direction of flow in the open frac-

ture. The assumed geometry for the rock matrix is a planar slab. The planar slab can be semi-infi-

nite with a zero concentration at infinity, or a finite slab with a zero flux at the far boundary. Equi-

librium linear sorption (i.e., the Kd coefficient approach) can be considered in the rock matrix and 

in the fracture (for example, when the fracture contains a porous material). 

 

One or more detection points are selected along a path, creating segments (the separation between 

detection points is referred to as the path “length”), and radionuclide fluxes or release rates are 

computed at the detection point(s). Complex paths can be considered, in the form of single stream-

lines, networks of streamlines, or network of channels in fracture planes. Streamlines and channels 

are comprised of one or more segments, with uniform transport properties in each segment.  

 

The solution approach for the pathway networks concatenates radionuclide fluxes at the segment 

nodes.2 In other words, the release rate computed at a segment terminus becomes the inlet release 

for the next segment downstream. Transport within each segment along the main fracture path is 

assumed to be described by a semi-infinite Green’s function, with a zero concentration at infinity. 

This solution approach is an approximation to the true solution, honouring continuity of radionu-

clide fluxes within segments and at nodes, but not enforcing continuity of radionuclide concentra-

tion at each node. The approximated releases are reasonable for systems with concentrations well 

below the solubility limit, which is true of most applications of interest. For applications of interest 

(waste disposal systems with far detection points), radionuclide fluxes at a point in a fracture are 

dominated by advection and only weakly depend on downstream conditions. 

 

The ISTIDRAW solution algorithm is based on Green’s functions and convolutions. The solution 

for each segment is established given a Dirac delta in the release rate at the inlet (i.e., segment 

Green’s function), and the solution for the network of segments is computed by sequential convo-

lution of segment solutions. Convolution integrations are efficiently computed using Monte Carlo 

sampling. Based on work by Painter and Mancillas (2009), the solution algorithm for transport of 

one species in a segment (path of uniform transport properties), is described as follows. The 

Green’s function for a species without decay is the flux at the segment outlet as a function of time 

in response to a Dirac delta flux at the inlet. The flux Green’s function (in units of mass/time) is 

interpreted as probability density function (PDF) of the residence times of particles in the segment. 

The cumulative output flux or cumulative release is interpreted as the cumulative density function 

(CDF) of the residence time of particles in the segment. The “particles” are not individual atoms 

but clusters or packets of mass. 

 

Given a PDF or CDF for the source release time and each segment residence time, the arrival time 

for a given “particle” passing through a sequence of segments is the release time plus the sum of 

                                                           
1 The release rate is a flux integrated over a cross section perpendicular to the average direction of motion. 
2 A node is a label assigned to a segment end. A simple segment is a path of uniform transport properties. A 

simple segment is bound by two nodes.  
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the individual segment residence times. The release time and the individual residence times are 

computed by sampling from the individual CDFs. 

 

Sampling the segment residence time requires two steps to account for matrix diffusion. First, the 

travel time in the fracture is computed, , assuming no matrix diffusion and no retardation. Second, 

depending on , the retention time in the matrix, tret, is sampled from a pertinent CDF that is a 

function of . The segment residence time for the particle is  + tret. The solution approach is sum-

marized as follows 

 

1. Sample a random particle insertion time 𝑡𝑖𝑛 from the normalized source 𝑓𝑖𝑛(𝑡𝑖𝑛). 
2. Sample the particle travel time in the fracture, 𝜏, based on a 1D path with longitudinal 

dispersion and no-matrix diffusion.  

3. Sample the retention time, 𝑡𝑟𝑒𝑡, as a function of the travel time in the fracture, 𝜏. Two re-

tention models are included in ISTIDRAW: semi-infinite matrix diffusion and matrix dif-

fusion in a finite-thickness slab. The retention function depends on 𝜏, the fracture aper-

ture, the matrix porewater diffusion coefficient, matrix porosity, matrix retardation coeffi-

cient, and matrix thickness. The sample scheme in ISTIDRAW employs quantiles that are 

precomputed from pertinent cumulative distributions and stored as lookup tables (see the 

Appendix). To sample from the retention time distribution, a random number uniformly 

distributed between 0 and 1 is selected and the corresponding quantile is then interpolated 

from the stored lookup table.  

4. Calculate the particle residence time for the Segment 1 as  

𝑡1 =  𝜏 + 𝑡𝑟𝑒𝑡 
5. Repeat steps 3 to 4 to independently compute the particle residence times as it transfers 

through n independent segments: 𝑡1, 𝑡2, 𝑡3  … , 𝑡𝑛 

6. Calculate the particle arrival time or travel times as 

𝑡𝑎𝑟 = 𝑡𝑖𝑛 + ∑𝑡𝑖

𝑛

𝑖=1

 

This travel time tar represents one sample (one particle) from the arrival time distribution. 

7. In the absence of importance sampling, each particle contributes an amount 𝑆0/𝑁𝑝𝑎𝑟𝑡 to 

the cumulative mass discharge, where 𝑆0 is the total moles released at the source.  

8. Repeat from Step 1 to 6 for a total of 𝑁𝑝𝑎𝑟𝑡 particles, and construct the empirical cumula-

tive distribution of arrival times from the Npart arrival times.  

 

In Step 2, the PDF and CDF for travel time in the fracture, 𝜏, are given by the following functions 

(Painter and Mancillas, 2009; Painter et al., 2008): 

𝑃𝐷𝐹(𝜏) = 𝑓𝜏(𝜏) =
1

𝑡̅ 

√𝜂 

√4 𝜋 
𝜏−3/2 exp [−

𝜂

4

(1 − 𝜏)2

𝜏
] 

𝐶𝐷𝐹(𝜏) = 𝐹𝜏(𝜏) =
1

2
erfc (

√𝜂

2

1 − 𝜏

√𝜏
) +

1

2
exp(𝜂) erfc (

√𝜂

2

1 + 𝜏

√𝜏
) 

where𝜂is the segment Peclet number [= flow velocity × segment length / dispersion coefficient] 

and erfc is the complementary error function.  

In Step 3, the retention time, tret, is sampled. Different functions are sampled, depending on the 

matrix retention model (unlimited or limited matrix diffusion). In the case of unlimited matrix dif-

fusion, the cumulative distribution function of the retention time is (Painter and Mancillas, 2009; 

Painter et al., 2008; Cvetkovic et al., 1999) 

𝐺(𝑡𝑟𝑒𝑡) = erfc (√
𝜏1

4 𝑡𝑟𝑒𝑡
) 
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𝜏1 = (
𝜏 𝜃

𝑏
)
2

𝑅𝑚 𝐷𝑚 

where Dm is the porewater diffusion coefficient in the matrix,  is the matrix porosity, Rm is the 

matrix retardation coefficient, and b is the fracture semi-aperture (aperture/2). For the case of lim-

ited matrix diffusion, the cumulative distribution function of the retention time is computed as the 

inverse Laplace transform of the function F(s) 

𝐹(𝑠) =
1

𝑠
exp{−(𝜏1𝑠)

1/2 tanh[(𝜏2𝑠)
1/2]} 

𝜏2 = 𝜁
2 𝑅𝑚/𝐷𝑚 

where 𝑠 is the Laplace variable and 𝜁 is the matrix thickness. See the Appendix for details. 

 

ISTIDRAW can consider multiple trajectories (i.e., multiple sequences of segments with a com-

mon source node and outlet node). The total number of particles, 𝑁𝑝𝑎𝑟𝑡, is passed through each tra-

jectory. 

 

ISTIDRAW considers multiple sources with multiple nuclides at each source. For each source, IS-

TIDRAW systematically selects a trajectory associated with the source node location and uses the 

same trajectory until the particle reaches the trajectory terminus or final detection node.  

 

ISTIDRAW considers sequential decay chains. Decay and the resulting transformation to the next 

species in the decay chain are simulated as random events that transform the particle entire molar 

mass to the offspring species at the time of the decay event. The decay time is sampled from an ex-

ponential distribution with the decay rate  as the distribution parameter. If a decay event occurs in 

a segment, the total residence time of the offspring in the segment is calculated as a combination 

of sampled residence times for the parent and offspring species. The sampled residence time 

within a given segment must be perfectly correlated for all members of a decay chain (i.e., drawn 

from the same probability quantile) for the method to be correct. This perfect correlation is inter-

preted to mean that the particle stays on the same flow path as it decays. For example, if the decay 

time is td, measured from the time the particle enters the segment i, and 𝑡𝑖
𝑝
 and 𝑡𝑖

𝑐 are the total seg-

ment residence times for the parent and child (including advection in the fracture and matrix diffu-

sion, assuming corresponding transport parameters for the parent and child for the complete seg-

ment), sampled perfectly correlated,3 then the corrected child travel time, 𝑡�̅�
𝑐, is 

𝑡�̅�
𝑐 = 𝑡𝑑 + (1 −

𝑡𝑑

𝑡𝑖
𝑝) 𝑡𝑖

𝑐 

Since the decay event occurs in segment i, and the decay time is measured with respect to the time 

after the particle enters segment i, then necessarily 𝑡𝑑  ≤  𝑡𝑖
𝑝
. A similar correction is applied for the 

next member of the decay chain, until the particle reaches the detection node of the trajectory. The 

decay times are sampled from the cumulative distribution function (or normalized cumulative de-

cay function) 

𝐹(𝑡) = 1 − exp(−𝜆 𝑡) 

where  is radionuclide decay rate. At the detection node, both the particle travel time and the par-

ticle identity (i.e., member of the decay chain) are recorded.  

                                                           
3 To compute a particle travel time in a segment, two random numbers r are sampled (0<r<1). One random 
number is used to determine the fracture travel time, and the second random number for the matrix retention 
time. To attain perfectly correlated sampling, the same two random numbers are used for the parent and child.  
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2.1. Sampling Approach 

ISTIDRAW permits importance sampling of any sampled parameter to improve the resolution of 

parameter tails that affect simulation results. Importance sampling can be applied to 

 

 Release time from the source 

 Travel time in the fracture 

 Retention time in the matrix 

 Decay time  

 

In order to assure mass balance with the importance sampling, ISTIDRAW uses a nested strategy 

for sampling. The parameters affecting residence times are sampled in an “outer loop.” For each 

realization of the residence times, a complete set of particle release and decay realizations are cre-

ated. This scheme is equivalent to a two-level event tree formulation. The cumulative mass release 

is calculated by 

 

 Assigning a molar mass and probability weight to each particle 

 Assigning a probability to each trajectory 

 Assigning a probability to each decay chain 

 Assigning conditional probabilities for the cumulative residence time to the nodes in each 

trajectory 

 Assigning conditional probabilities for the cumulative decay time to arrive at the child 

products in each nuclide chain 

 Comparing the cumulative residence times to the cumulative decay times to determine 

observed conditions for each particle (e.g., determining trajectory segments in which the 

decay events occur) 

 Determining the molar mass and probability weight at the observation nodes for each par-

ticle 

The probability-weighted molar mass for a particle arriving at an observation location is 

𝑚𝑎𝑟 = 𝑚𝑟𝑒𝑙(𝑤𝑟𝑒𝑙𝑃𝑐ℎ𝑎𝑖𝑛𝑤𝑑𝑒𝑐|𝑐ℎ𝑎𝑖𝑛)(𝑃𝑡𝑟𝑎𝑗𝑤𝑟𝑒𝑡|𝑡𝑟𝑎𝑗) 

𝑚𝑎𝑟 Probability-weighted molar mass for a particle arriving at an observation node 

𝑚𝑟𝑒𝑙 Molar mass for a particle leaving the source 

𝑤𝑟𝑒𝑙  Probability weight for the released particle 

𝑃𝑐ℎ𝑎𝑖𝑛 Probability of the particle undergoing the nuclide decay chain 

𝑤𝑑𝑒𝑐|𝑐ℎ𝑎𝑖𝑛 Conditional cumulative probability of the particle arriving as the decay product in 

the chain 

𝑃𝑡𝑟𝑎𝑗  Probability of the particle passing through the specific trajectory 

𝑤𝑟𝑒𝑡|𝑡𝑟𝑎𝑗 Conditional cumulative probability of the retention time in the trajectory 

 

ISTIDRAW ensures that 

∑𝑤𝑟𝑒𝑡|𝑡𝑟𝑎𝑗 = 1 

∑𝑃𝑡𝑟𝑎𝑗 = 1 

∑𝑤𝑟𝑒𝑙𝑤𝑑𝑒𝑐|𝑐ℎ𝑎𝑖𝑛 = 1 

∑𝑃𝑐ℎ𝑎𝑖𝑛 = 1 

Because the calculations are performed in a nested manner, these restrictions ensure that the over-

all probability-weighted molar mass is consistent between the release and arrival. 
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2.2. Mass Release Sampling 

ISTIDRAW requires as input the cumulative release versus time from the source for a set of radio-

nuclides. Internally, ISTIDRAW creates a cumulative distribution function (CDF) for the mass re-

lease for each radionuclide. The realizations for the mass release of a radionuclide must obey 

𝑀𝑡𝑜𝑡 = ∑ 𝑚𝑟𝑒𝑙𝑤𝑟𝑒𝑙
all particles

 

Two mathematically equivalent options are provided. In one option, the CDF is used to partition 

𝑀𝑡𝑜𝑡 into 𝑚𝑟𝑒𝑙, with 𝑤𝑟𝑒𝑙 = 1 (the mass per particle is 𝑚𝑟𝑒𝑙 in this option). In the other, the CDF 

is used to calculate 𝑤𝑟𝑒𝑙 , with 𝑚𝑟𝑒𝑙 = 𝑀𝑡𝑜𝑡  (the mass per particle is the product 𝑀𝑡𝑜𝑡 𝑤𝑟𝑒𝑙 in this 

option). 

2.3. Importance Sampling 

Each particle that passes through an observation point or detection node has (i) an arrival time, 

(ii) a molar mass, and (iii) a probability of arriving at that time. The probability of arrival is the 

product of probabilities from two categories: (i) probability of taking the particular trajectory from 

the source to the detection node and (ii) the probability of release and decay to the particular child-

particle that is observed. 

 

In the default MARFA approach to Monte Carlo sampling, each parameter that is sampled has a 

cumulative probability distribution. For each realization, a sample quantile 𝐹 for the cumulative 

distribution is drawn from a 0-to-1 uniform distribution, and the parameter value corresponding to 

quantile 𝐹 is calculated. Because all parameters are sampled using quantiles drawn from uniform 

distributions, the probability weight 𝑤 for each particle arrival is the same, 𝑤 = 1/𝑁𝑝𝑎𝑟𝑡. 

 

With importance sampling, the quantile value 𝐹 can be selected using a non-uniform sampling 

strategy. This means that each sampled parameter (e.g., release time from the source, travel time in 

the fracture, retention time in the matrix, decay time) could have different probabilities of occur-

rence for different realizations. Importance sampling requires that two computational aspects be 

adjusted: (i) partitioning of the cumulative distribution range and (ii) assigning the probability 

weight to particles arriving at observation points, based on the partitioning. 

 

Partitioning of the cumulative distribution range 
ISTIDRAW draws values from a cumulative distribution using a binning approach. The binning 

approach subdivides the cumulative distribution range (from 0 to 1) into 𝑁𝑏𝑖𝑛 + 1 sequential val-

ues, creating 𝑁𝑏𝑖𝑛 bins. One value 𝐹𝑖 is sampled for each of the probability bins, using either (i) a 

value drawn at random within the bin 𝑖 range or (ii) the bin mid-point (i.e., no random sampling). 

The probability weight assigned to the 𝐹𝑖 value is the difference in 𝐹 over adjacent bins. This ap-

proach guarantees that every bin is sampled and that the sum of weights is 1. Importance sampling 

is useful for selectively sampling low-probability portions of a parameter (e.g., early decay times, 

early release times, short residence times) to enhance the resolution of the solution. 

 

ISTIDRAW implements several allocation strategies for binning from two basic models, (i) arith-

metic progression and (ii) geometric progression. In the arithmetic progression, the difference of 

width of two sequential or adjacent bins is a constant. In the geometric progression, the ratio of 

widths of two sequential bins is a constant. In practice, an allocation strategy based on the geomet-

ric progression is usually better for binning the tails of long-tailed distributions than a strategy 

based on the arithmetic progression. 

 

In both progressions, a skewness parameter called 𝑓𝑚𝑖𝑑 is used to internally calculate the arithme-

tic progression factor or the geometric progression factor. 
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In the arithmetic progression, 0.25 < 𝑓𝑚𝑖𝑑 < 0.75. The bin widths increase from 𝐹 = 0 to 𝐹 = 1 

for 𝑓𝑚𝑖𝑑 < 0.5 (i.e., low values of the distribution are sampled more often when 𝑓𝑚𝑖𝑑 < 0.5), and 

increase from 𝐹 = 1 to 𝐹 = 0 for 𝑓𝑚𝑖𝑑 > 0.5 (i.e., high values of the distribution are sampled 

more often when 𝑓𝑚𝑖𝑑 > 0.5). All bin widths are the same for 𝑓𝑚𝑖𝑑 = 0.5, and skewing increases 

as 𝑓𝑚𝑖𝑑 is farther from 0.5. 

 

The following formulas are used in the arithmetic progression. Consider adjacent bins that differ in 

width by a+r (a is the first bin width) where r and a are computed as 

𝑟 =
4(1 − 2𝑓𝑚𝑖𝑑)

𝑁2
 

𝑎 =
1

𝑁
−
𝑟(𝑁 − 1)

2
 

With such definition for a, the sum of widths is 1: 

1 = 𝑎 + (𝑎 + 𝑟) + (𝑎 + 2𝑟) + (𝑎 + 3𝑟) + ⋯+ [𝑎 + (𝑁 − 1)𝑟] = 𝑁𝑎 +
(𝑁 − 1)𝑁

2
𝑟 

In the geometric progression, 0 < 𝑓𝑚𝑖𝑑 < 1 with 𝑓𝑚𝑖𝑑 ≠ 0. The bin widths increase from 𝐹 = 0 to 

𝐹 = 1 for 𝑓𝑚𝑖𝑑 < 0.5 and increase from 𝐹 = 1 to 𝐹 = 0 for 𝑓𝑚𝑖𝑑 > 0.5 (i.e., low values of the dis-

tribution are sampled more often when 𝑓𝑚𝑖𝑑 < 0.5 and high values of the distribution are sampled 

more often when 𝑓𝑚𝑖𝑑 > 0.5). All bin widths are the same for 𝑓𝑚𝑖𝑑 = 0.5, and skewing increases 

as 𝑓𝑚𝑖𝑑 moves closer to 0 or to 1. 

 

The following formulas are used in the geometric progression. N is the number of bins, the ratio of 

widths of adjacent bins is r, and a is the first bin width. The parameters r and a are computed as 

𝑟 =

{
 
 

 
 
(
1 − √1 − 4𝑓𝑚𝑖𝑑(1 − 𝑓𝑚𝑖𝑑)

2𝑓𝑚𝑖𝑑
)

2

 if 𝑓𝑚𝑖𝑑 > 0.5

(
1 + √1 − 4𝑓𝑚𝑖𝑑(1 − 𝑓𝑚𝑖𝑑)

2𝑓𝑚𝑖𝑑
)

2

 if 𝑓𝑚𝑖𝑑 ≤ 0.5

 

𝑎 =
𝑟 − 1

𝑟𝑁 − 1
 

The sum of all bin widths is 1: 

𝑎 + 𝑟𝑎 + 𝑟2𝑎 + ⋯+ 𝑟𝑁−1𝑎 = 𝑎
𝑟𝑁 − 1

𝑟 − 1
= 1 

The parameter fmid can be any number between 0 and 1. To avoid numerical underflow in the geo-

metric progression, in practice it is desirable to constrain 0.01 ≤ fmid ≤ 0.99. 

 

ISTIDRAW includes the sampling methods specified in Table 1. Each sampling method is in-

voked by a keyword and a value of the bias parameter fmid. 
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Table 1. Sampling models available in ISTIDRAW. 

Method Key-

word 

Method for bin 

subsampling 

Description 

rand N/A Uniform random sampling 

binunif uniform Bins of equal widths. For each bin, a value is uniformly randomly selected within the 

bin range. This method is equivalent to standard Latin Hypercube Sampling. 

midunif midpoint Bins of equal widths. For each bin, a single value is selected as the bin mid-point. 

binarith uniform Bins widths exhibit arithmetic progression. For each bin, a value is uniformly ran-

domly selected within the bin range. 

midarith midpoint Bins widths exhibit arithmetic progression. For each bin, a single value is selected as 

the bin mid-point. 

bingeom uniform Bin widths exhibit geometric progression. For each bin, a value is uniformly randomly 

selected within the bin range. 

midgeom midpoint Bin widths exhibit geometric progression. For each bin, a single value is selected as 

the bin mid-point. 

binarith2s uniform Two-sided arithmetic progression symmetric around 𝐹 = 0.5. For each bin, a value is 

uniformly randomly selected within the bin range. 

If 𝑓𝑚𝑖𝑑 < 0.5, low (close to 0) and high (close to 1) probability values are sampled 

more often. If 𝑓𝑚𝑖𝑑 > 0.5, values close to 0.5 are sampled more often than values 

close to 0 and 1. 

midarith2s midpoint Two-sided arithmetic progression symmetric around 𝐹 = 0.5. For each bin, a single 

value is selected as the bin mid-point. 

If 𝑓𝑚𝑖𝑑 < 0.5, low (close to 0) and high (close to 1) probability values are sampled 

more often. If 𝑓𝑚𝑖𝑑 > 0.5, values close to 0.5 are sampled more often than values 

close to 0 and 1. 

bingeom2s uniform Two-sided geometric progression symmetric around 𝐹 = 0.5. For each bin, a value is 

uniformly randomly selected within the bin range. 

If 𝑓𝑚𝑖𝑑 < 0.5, low (close to 0) and high (close to 1) probability values are sampled 

more often. If 𝑓𝑚𝑖𝑑 > 0.5, probability values close to 0.5 are sampled more often than 

values close to 0 and 1. 

midgeom2s midpoint Two-sided geometric progression symmetric around 𝐹 = 0.5. For each bin, a single 

value is selected as the bin mid-point. 

If 𝑓𝑚𝑖𝑑 < 0.5, low (close to 0) and high (close to 1) probability values are sampled 

more often. If 𝑓𝑚𝑖𝑑 > 0.5, values close to 0.5 are sampled more often than values 

close to 0 and 1. 

 
Assigning the probability weight to particles arriving at detection 
nodes 
ISTIDRAW allows arbitrary nodes in the fracture network to be observation locations or detection 

node. ISTIDRAW calculates the probability weight of particles arriving at an observation location 

using a renormalization of (i) the probability weights for the cumulative segment residence times 

upstream of the detection node, and (ii) the probability weights for particle release and cumulative 

decay times before arriving at the detection node. 

 
Renormalization 
Renormalization is required to properly assign cumulative weights over a series of segments. For 

example, consider a sequence of segments, each with 𝑁𝑏𝑖𝑛 sampled residence times 𝑡 and associ-

ated weights 𝑤. For each segment, the weights assigned to the residence times must sum to one. 

 

For each realization, the cumulative residence time after the second segment is the sum of resi-

dence times for the two segments (𝑡1+2 = 𝑡1 + 𝑡2). A relative probability weight can calculated 

by multiplying the weights for the two segments (𝑤1+2 = 𝑤1𝑤2). The new weights 𝑤1+2 repre-

sent relative frequencies, but in general, relative weights will not sum to one over all realizations. 
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For example, assuming 𝑤1 = 𝑤2 = 1/𝑁𝑏𝑖𝑛 for all realizations, 𝑤1+2 = (1/𝑁𝑏𝑖𝑛)
2, and the sum of 

all values for 𝑤1+2 is 1/𝑁𝑏𝑖𝑛 instead of 1. Dividing the 𝑤1+2 value for each realization by the sum 

of weights (1/𝑁𝑏𝑖𝑛 in this example) renormalizes the weights to sum to 1. 

 

The renormalization process is performed for 

 The weights for residence times in each unique sequence of segments in each trajectory 

 The weights for release and decay times in each unique decay chain for the released nu-

clides 

Performing renormalization during execution requires that a set of realizations are created and 

stored for each probability bin. This pre-sampling is not necessary for standard Monte Carlo simu-

lations (each particle has the same probability weight, 1/𝑁𝑝𝑎𝑟𝑡, allowing for sampling on the fly). 

The necessary memory storage can be reduced by using a smaller number of bins and replicating 

the bin sampling. For example, a simulation with 20,000 particles might generate 100 particles 

(𝑁𝑏𝑖𝑛 = 100) per replicate, with 200 replicates. Each renormalization occurs 200 times, but is only 

performed on 100 realizations each time. This scheme results in each bin being sampled 200 times, 

and the probability of a particle calculated for each realization in a replicate must be divided by 

200 (the number of replicates). In principle, it is possible to perform renormalization during post-

processing. However, this would require accounting for the fate of every particle, including the 

particles decaying past the end of the decay chain before reaching detection nodes; thus, renormal-

izing as post-processing is not practical.  

 
Branching segment networks 
The input worksheet to ISTIDRAW defining the fracture network contains a list of transport seg-

ments, each segment with an upstream and downstream node. The worksheet also defines a num-

ber of transport parameters for each segment (e.g., porosity, retardation coefficients, Peclet num-

ber), and the input radionuclide release rate at the source node.  

 

A sequence of segments connecting a source node to a terminal detection node is referred to as a 

trajectory. Each simulation considers a single source, which can be assigned to any node in the 

network. A network of segments is branching if multiple segments receive inputs from a single 

segment or if a single segment receives inputs from multiple segments. 

 

ISTIDRAW has two options for defining trajectories in a network: (i) exhaustively creating all 

possible trajectories, and (ii) selecting a subset of the possible trajectories.  Exhaustively creating 

all possible trajectories creates a prohibitively large number of combinations for complex systems. 

 

When exhaustively creating all possible trajectories, ISTIDRAW analyses the network connectiv-

ity, creating all possible trajectories between the source node and each terminal output node. New 

trajectories are formed at each branch point, by replicating the upstream trajectory for each down-

stream segment. As a result, individual segments may belong in many possible trajectories. Seg-

ments that are not in any trajectory are ignored. The trajectories are assigned probabilities based on 

flow rates. To define trajectory probabilities, it is assumed that each downstream segment receives 

radionuclide outputs from the upstream segment proportional to its fraction of the total outflow. 

This fraction is used as the probability that a particle will enter the downstream segment. The 

overall probability of each trajectory is the product of the segment probabilities.  

 

For more complicated networks, identifying all possible trajectories is not practical or even impos-

sible. ISTIDRAW includes a post-processing MATLAB script to select a sample of the possible 

trajectories from the network. The user defines a target number of trajectories, and whether the tra-

jectories should be unique or allow for repeats. The trajectory probabilities are renormalized based 

on the number of considered trajectories and relative flow rates. The MATLAB script generates a 

text file defining the finite number of trajectories, and including the relative probabilities. The in-

put worksheet must declare the use of trajectories defined in an external text file as well as the 
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name of the text file. The text file defines the trajectories as a sequence of segments. Transport pa-

rameters for each segment are read from the original network, also provided in the input work-

sheet. An example to execute the MATLAB script is provided in this document, applied to the 

analysis of TRUE-Block scale field investigations at the Äspö Hard Rock Laboratory (SKB, 

2003), in collaboration Uppsala University. 

 
Branching decay chains 
The input worksheet defining the radionuclides contains a list of radionuclides, half-lives, decay 

chains, and stoichiometric fractions of decay products. Certain radionuclides can have multiple de-

cay products. Similarly as segment networks, decay chains may branch and join. ISTIDRAW han-

dles the logic of decay networks in the same way as it handles fracture segment networks, creating 

multiple decay chains to represent all decay trajectories from parent to n-th child. Each decay tra-

jectory is assigned a probability based on the stoichiometric fractions. If there is no branching, the 

decay trajectory probability is one.  
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3. Input Worksheets 
Inputs to ISTIDRAW are defined using an Excel file organized in worksheets containing infor-

mation on radionuclide decay chains and decay rates, pathway network, radionuclide transport pa-

rameters, source and detection nodes, and importance sampling strategies. Two files, inputFile_ex-

amples.xlsx and InputFile_examplesNetwork.xlsx, are provided with the ISTIDRAW distribution 

package, with examples.  

 

The worksheets are described in the following sections. The distributed example input files include 

detailed comments describing the inputs. 

3.1. Master Input Worksheet 

The Master Worksheet is the main control for ISTIDRAW. It defines inputs such as auxiliary files, 

sampling strategies, sampling bias parameters, input worksheets with radionuclide information, 

pathway network information and radionuclide transport parameters, and output information. The 

Master Worksheet defines settings of individual simulations, with all settings for the simulation 

specified on a single column. The simulation columns start after the keyword Table (Column I in 

the next figure). Any entry in the simulation columns overrides default values on the column la-

belled with the default keyword. The radionuclide, pathway network, and source worksheets are 

read again at the start of each simulation, so that different inputs can be defined for different simu-

lations. 

 
 

The column with the keyword default (Column G in the previous figure) specifies default values 

for all settings. These defaults are overridden by values located after the column with the Table 

keyword (Column I) —the simulation columns. The simulation columns (from Column I and for-

ward) are enabled by a value 1 or TRUE or T (for True) on Row 2. Each of the simulation col-

umns defines a complete set of settings for one independent simulation. ISTIDRAW executes all 

of the simulations labelled with 1 (or T) on Row 2. To avoid overwriting output files by sequential 

runs, different names of the outputs files should be declared with different values for the variables 

zresfile and ztravfile (Rows 6 and 7 in the previous figure). If the values on Row 2 are 0 or FALSE 

or F (for False), the corresponding column simulations are not executed. 

 

Column A defines variable names. The user must use the provided variable names in the exam-

ples. Column B is used to declare specific radionuclides. All variables include a default value to be 
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applied to all radionuclides (for variables that can be radionuclide specific). Entries in separate 

rows can overrule the default value for specified radionuclides. The following figure provides an 

example.  

 

 
  

The variable zdecaySampMod (Column A) declares the sampling strategy for decay times. The de-

fault value on Row 16, Column G, probinunif, defines the default sampling strategy for all radio-

nuclides. This default is overruled by radionuclide-specific values, when provided by the user. For 

example, on Row 18 the value probrand is applied to C-14, and on Row 19 probbinarith is applied 

to Cs-135.  

 

The values probinunif, probbingeom, probrand, and probbinarith in the figure refer to methods de-

scribed in Table 1. The “binunif,” “bingeom,” “rand,” and “binarith” suffixes to the prefix “prob” 

are method keywords listed on the first column in Table 1. These example keywords are abbrevia-

tions of uniform, geometric, random, and arithmetic, referring to uniform sampling, geometric pro-

gression, random sampling, and arithmetic progression. For example probbingeom for Ag-108m 

on Row 17 instructs ISTIDRAW to apply geometric progression binning, sampling values ran-

domly within a bin to define decay times. The value probbinarith on Row 19 directs ISTIDRAW 

to apply arithmetic progression binning, sampling values randomly within a bin to define decay 

times for Cs-135. Another block in the Master Worksheet is used to declare the sampling bias pa-

rameters. 

 

As described in Section 2.3.1, the arithmetic and geometric progression binning requires the defi-

nition of a bias sampling parameter, fmid. If fmid>0.5, high values of the distribution are sampled 

more often. If fmid<0.5, low values of the distribution are sampled more often. If fmid=0.5, the fre-

quency dictated by the distribution proper is implemented, without any bias.  

 

The following figure continues the example for Ag-108m and Cs-135. 

 

 
 

The value of fmid for Ag-108m is 0.1 (Row 46), instructing ISTIDRAW to sample short decay 

times more often. The value of fmid for Cs-135 (Row 48) is 0.75, instructing ISTIDRAW to sample 

long decay times more often.  

 

To declare sampling methods in the Master Worksheet in general, the two-block approach is con-

sistently used. One block declares the sampling strategy via keywords in Table 1, first column, 
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added as suffixes to the prefix “prob.” In the cases of the travel time in the fracture and the matrix 

retention time, the “prob” suffix is not used. For example, the following words are used as values 

to declare sampling strategies for decay time and release times from the source:  

 probrand 

 probbinunif 

 probbinarith 

 probbingeom 

 probbinarith2s 

 probbingeom2s 

 probmidunif 

 probmidarith 

 probmidgeom 

 probmidarith2s 

 probmidgeom2s  

 

For fracture travel times (variable zFresSampMod) and matrix retention times (variable zMres-

SampMod), the same keywords in Table 1 are employed to invoke sampling strategies, without the 

“prob” suffix. 

 

The top line of the block defining the sampling method defines the default strategy applied to all 

radionuclides. Following lines can be used to define optional radionuclide-specific sampling meth-

ods. Column B in the Master Worksheet is used to declare the radionuclide of interest. 

 

A second block is used to input values of the bias parameter fmid. The top line of the block defines 

the default value to apply to all radionuclides. Additional lines to the block are optional, and re-

quire specification of the radionuclide in Column B, as well as the value of fmid. For arithmetic pro-

gression binning, 0.25 ≤ fmid ≤ 0.75, and the ISTIDRAW execution is interrupted if the user pro-

vides a value outside that range. For the arithmetic progression, 0 < fmid < 1. 

 

The two-block strategy is applied to define sampled strategies for (i) radionuclide decay times, (ii) 

release times at the source, (iii) residence times in the fracture, and (iv) matrix retention times. The 

variable names used in Column A of the Master Worksheet, identifying the two blocks of inputs 

are summarized in Table 2.  

 

Table 2. Times sampled in the ISTIDRAW algorithms 

Time Parameter Method Variable Bias Variable, fmid 

Radionuclide decay times zdecaySampMod decayFmid 

Release times at the source zsrcRelSampMod srcRelFmid 

Residence time in the fracture zFresSampMod FresFmid 

Retention time in the matrix zMresSampMod MresFmid 

 

Besides the definition of sampling strategies, the Master Worksheet includes the following infor-

mation 

 Name of worksheet including radionuclide definitions (half-lives and decay chains) 

 Node numbers to record incoming radionuclide transfer rates in units of mol/yr (variable 

ytraceNode) 

 Number of repetitions or realizations (variable srcNReps) 

 Number of sampled times at the source for each radionuclide (srcNRelT), or number of 

particles to represent the total mass released at the source  

 Source node (srcNode) 

 Worksheet with the source input radionuclide release rates (zSsheet) 

 Identification of radionuclides to track in the run (ysrcNuc) 

 Matrix retention model (zMresMod)  
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For the matrix retention model (zMresMod), possible values of the variable are 

 none: disables matrix diffusion (only transport through fractures) 

 unlim: semi-infinite matrix diffusion 

 lim0q: limited-thickness matrix diffusion (zero flux boundary condition at a depth inside 

the matrix  

 

The files inputFile_examples.xlsx and InputFile_examplesNetwork.xlsx contain detailed com-

ments to facilitate understanding of the inputs. 

3.2. Radionuclides Worksheet 

The Radionuclides Worksheet defines the decay chains and half-lives and the available set of radi-

onuclides. The following figure presents an example of the worksheet structure. 

 

 
 

Decay products are declared along rows. For example, Row 8 defines the half-life of Np-237 and 

the reaction Np-237 → U-233. Information in other rows is used to specify decay chains such as  

 

U-238 → U-234 → Th-230 → Ra-226 → Rn-222 → Pb-210 

 

The row order in the Radionuclides Worksheet to specify decay chains is arbitrary. For decay 

chains with branching, all simultaneous children to a parent must be specified in the same row, as 

well as the corresponding molar stoichiometry. Information on the Column B (Isotope) and Col-

umn C (Atomic Weight) is not used in this version of ISTIDRAW. 

 

Simulations are not required to use all of the radionuclides in the Radionuclides Worksheet. The 

Master Worksheet specifies which radionuclides are released from sources. A decay chain is inter-

nally constructed for each source radionuclide. A radionuclide is tracked during a simulation if it is 

part of any decay chain in the Radionuclide Worksheet (even if not declared by the user in the 

Master Worksheet). The tracked radionuclides can change from simulation to simulation. 

 

The name of the Radionuclides Worksheet can be any arbitrary name. The Master Worksheet must 

include the correct name of the Radionuclides Worksheet. The default worksheet name can be 

overridden in the simulation columns, allowing a different Radionuclides Worksheet to be used for 

each simulation. 
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3.3. Source Worksheet 

The Source Worksheet specifies the cumulative radionuclide release rate input to the ISTIDRAW 

pathway network. The following figure is an example of the information in the Source Worksheet 

 

 
 

The first column specifies time instants, and the other columns specify the cumulative radionuclide 

release, in mole units, at the specified time instants for individual radionuclides. The following 

plot is an example of the information in the Source Worksheet.  

 

 

Each curve corresponds to a specific radionuclide. Cumulative releases must be increasing func-

tions of time [i.e., if time2 > time1, then release(time2) ≥ release(time1)], otherwise, ISTIDRAW 

may produce errors.  

 

ISTIDRAW does not include a source term model. Source term releases must be computed with 

external models of the near field. Source term models can include roundup errors that could cause 

cumulative releases to be non-increasing functions of time. The user should check that cumulative 

releases properly increase with time. The time instants must increase monotonically, but intervals 
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between time instants are arbitrary. ISTIDRAW linearly interpolates between time instants to de-

fine the insertion times of particles and the molar mass carried by each particle. 

  

The name of the Source Worksheet is arbitrary. However, the Master Worksheet must correctly 

identify the Source Worksheet by the assigned name. The Master Worksheet specifies how radio-

nuclide sources are assigned to the network nodes. The default worksheet name can be overridden 

in the simulation columns, allowing a different Source Worksheet to be used for each simulation. 

3.4. Pathway Network Worksheet 

The Pathway Network Worksheet is used to specify (i) transport properties of segments, and (ii) 

the network connectivity. Several examples are provided in this section. The following figure pre-

sents an example of a transport pathway of a single segment. 

 

 
 

Column A is a numeric label for the segment. Columns B and C are node numbers. In this exam-

ple, Segment 1 is enclosed by Nodes 1 and 2. Node 1 is the pathway inlet (source node), and Node 

2 is the pathway outlet. The first three columns are used to define the network connectivity. The 

columns after Column C are used to define the transport parameters. The transport parameters are 

explained in Table 3. Note that ISTIDRAW does not perform unit conversions. Units must be con-

sistent, including the unit of time considered in the Source Worksheet. In the units in Table 3, it is 

assumed that units of time steps in the Source Worksheet are years.  

 

Table 3. Description transport parameters defined in the Network Worksheet. The units in the description as-

sume that time steps in the Source Worksheet are specified in years.  

Parameter Description 

Q Flow rate through the segment (m3/yr) 

V L/D Peclet number, equal to velocity (m/yr) × segment length (m) / dispersion (m2/yr). If the Peclet number is 

large, the dispersion in the segment is negligible. If the Peclet number is small, the dispersion is significant.  

V/L Flow velocity (m/yr) / segment length (m) = inverse of travel time 

w Segment width (m), perpendicular to the flow direction and pathway aperture  

porM Matrix porosity (dimensionless) 

DcoefM Porewater diffusion coefficient (m2/yr) in the matrix. This coefficient should not be confused with the effec-

tive matrix diffusion coefficient, which is equal to the porewater diffusion coefficient times the matrix poros-

ity.  

aperF Pathway aperture or fracture aperture (m).  

thkM Thickness of matrix diffusion zone (m). This parameter is used only if zMresMod = lim0q in the master work-

sheet (i.e., limited matrix diffusion is enabled) 

Rf Default retardation coefficient for transport in the fracture (dimensionless). This retardation is used to con-

sider the presence of porous infill inside the fracture. For most applications of interest Rf=1. The default 

value is used for all radionuclides without specified values. 

Rm Default retardation coefficient for transport in the matrix (dimensionless). This default value is used for all 

radionuclides without specified values. 

Rf, Rm The Worksheet allows specifying radionuclide specific values for Rf and Rm. In the example in the previous 

figure, Column O defines a value of Rf equal to 100 for Cs. A similar approach is used to define radionuclide 

specific values of Rm 
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Additional examples are provided to present the structure of simple networks. Consider the follow-

ing network 

 

The numbers in the graph are the nodes. This network is specified as follows 

 

 

The node sequence in columns B and C (1 to 4, 4 to 7, 7 to 3, and etcetera) represents the three tra-

jectories in the network. The three outflows from Node 1 are identical, and therefore the three pos-

sible trajectories are equally likely. For this network, ISTIDRAW identifies the three possible tra-

jectories, and in each different trajectory all source particles are inserted for each decay chain (de-

cay chains are split into multiple decay chains in case of branching). 

 

ISTIDRAW does not compute a water balance. Information on the flow column is only used to de-

fine branching probabilities and trajectory weights, by computing the relative flow at branching 

points (Node 1 in the previous example). ISTIDRAW does not check for recirculation. In case of 

inconsistent flow directions resulting in flow returns to the same node, erroneous results will be 

produced. 

 

The source node must be explicitly identified in the Master Worksheet, using the variable srcNode. 

In the previous example, if Node 1 is defined as the source node, then ISTIDRAW will identify 

three possible trajectories for the radionuclides. If any other node is identified as the source, IS-

TIDRAW will ignore the two trajectories not participating in radionuclide transport. 

 

The detection node must also be identified in the Master Worksheet (variable ytraceNode). Multi-

ple detection nodes can be specified, in case there is interest in analysing intermediate transfers. 

ISTIDRAW only tracks trajectories including the source node and the detection nodes.  

The following simple network includes six different trajectories.  
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This network may be defined as 

 

ISTIDRAW counts all possible trajectories, unless instructed not to do so in the Master Work-

sheet. For networks of a given level of complexity, it can become impractical or even impossible 

to enumerate all trajectories. For those cases, the variable ypathfile can be assigned a value T 

(=True) in the Master Worksheet, to instruct ISTIDRAW to rely on an external file explicitly de-

fining a finite number of trajectories. The file name is set by the value of the variable zpathfile in 

the Master Worksheet. ISTIDRAW relies on the Network Worksheet for the specification of 

transport parameters; thus, the Network Worksheet is always required as input. 

 

The code execution section includes an example to generate external trajectory files. 

  



 20 
 

4. Code Execution 
Examples are presented in this section to run the code and generate graphic displays. A level of fa-

miliarity with MATLAB is assumed in the following sections. 

4.1. Executing ISTIDRAW 

An example m-file is provided in the distribution of ISTIDRAW, main directory, named exam-

ple.m. The contents of example.m are reproduced in the following figure. 

 
Line 1 defines the name of the input Excel file (inputFile_examples.xlsx). Lines starting with % 

are comment lines, ignored by MATLAB. The command 

delete 'outputs/*.*' 

 erases any files located at the default directory for outputs (directory name specified by the varia-

ble zoutDir in the Master Worksheet). The command 

drive_tdrw('run_sets', 'zXfile', inputFile) 

is the main diver of the ISTIDRAW code. The string 'run_sets' specifies the execution of all 

simulations in the Master Worksheet, without generating lookup tables for distributions.  

 

The commands after Line 6 are simply to move input and output files to a different location (test-

ing folder), renamed by adding a prefix (string 'T01_' defined on Line 7). It is assumed that only 

one simulation was executed, and that the default output files are named out.res, out_expl.res, and 

out.trav. If more than one simulation is executed in the Master Worksheet, the user must specify 

different names for the output files, to avoid losing information by file rewrites. The template in 

the m-file example.m can be followed to move and rename additional output files to the testing di-

rectory.  

 

To execute the code, point MATLAB to the main directory of ISTIDRAW, open the file exam-

ple.m, and click on the run icon. 

 

The prefix string 'T01_' is intended as a label to identify different runs, their input and outputs. 

The prefix string is used by graphic post-processing routines accompanying ISTIDRAW. The user 

must change the value of the prefix string to identify and track different runs.  

4.2. Output Files 

The file named by default out_expl.res is a dictionary file, explaining the content of the of the 

main output file out.res. An example of the dictionary file is presented in the following figure 
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The column numbers refer to column in the main output file out.res. The column explanations re-

main constant in all simulations. The only difference from simulation to simulation are the radio-

nuclides tracked and the numeric label assigned to each radionuclide. The column explanations are 

further expanded in Table 4. 

 

Table 4. Explanation of information by columns in the main output file 

Column Explanation 

1 Source node number. The source must be inserted at a single node. 

2 Tracking node. The Master Worksheet can specify multiple tracking nodes, to identify mass transfers at key 

nodes of the pathway network.   

3 Path ID is a numeric label assigned to the different trajectories 

4 Numeric label to identify the radionuclide identity of the particle at the source. As the particle moves along a 

trajectory, the radionuclide identity changes because of decay. The correspondence of numeric labels to radi-

onuclides is listed at the end of the dictionary file out_expl.res. 

5 Numeric label to identify the radionuclide identity of the particle at the intermediate or final tracking node. The 

correspondence of numeric labels to radionuclides is listed at the end of the dictionary file out_expl.res. 

6 Release time of the particle at the source. 

7 Travel time of the particle measured from the time of insertion to the time of detection at the tracking node. In 

other words, the travel time does not include the release time in Column 6. 

8 Particle molar mass 

9 Probability weight of the particle. Several factors participate in probability weights including bias sampling of 

travel time and matrix residence times, decay times, trajectory probability, and decay chain probability in case 

of decay chains with branching 

10 Product of molar masses on Column 8 and probability weights on Column 9 

 

The following figure is an example of information contained in the main output file out.res 
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Each row carries information on a single particle. The data in each column is explained in Table 4. 

The total time is computed by adding Columns 6 and 7 (release time and travel time). The raw out-

put data must be post-processed to generate graphic displays. 

 

The file out.trav is a diagnostic file containing travel times. Information in this file was used only 

for testing during development of ISTIDRAW. Users may delete the file out.trav. 

4.3. Data Post-Processing 

In the description that follows, it is assumed that output files are located in the folder named test-

ing, with different prefix labels assigned to individual runs. The folder testing includes an m-file, 

example_plot.m, with an example of plot commands. MATLAB must point to this directory as the 

main execution directory, in order for output files to be properly generated and placed. 

 

The following figure reproduces the content of the file example_plot.m. 
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As previously stated, text after the symbol % is comment text, ignored by MATLAB. Table 5 de-

fines the variables the used is expected to modify in the file example_plot.m. 

 

Table 5. User-defined variables to be modified in example_plot.m 
Variable Description 
outputFile Prefix label identifying the output files. In the example, 

outputFile='T01_out' 

indicates that the output files generated previously by ISTIDRAW are named T01_out.res 
and T01_out_expl.red. This prefix label is also used to name graphic files and an Excel file. 

GEVDflag 
Logical variable that can take values true or false.  

If false, a kernel density estimator (KDE) algorithm is employed to compute derivatives of 

cumulative releases relying exclusively on Gaussian functions. 

If true, the Gaussian KDE algorithm is complemented with the use of the generalized ex-

treme value distribution (GEVD) to fit the extremes (left and right) of the cumulative release 

functions. 
createExcelFlag 

Logical variable that can take values true or false.  

If true, then an Excel file is created containing the cumulative releases versus time and re-

lease rates versus time, using regular time steps.  

If false, the Excel file is not created. 
maxTime 

Maximum time to include in the plots and in the Excel output file. The same time units as 

the Source Worksheet must be used. 

To allow the MATLAB script to automatically select the maximum time, the value of this 

variable can be set to an arbitrarily small value. 
plotUnit String variable that can take the values 'mol'or 'Bq'.  

If 'mol' then cumulative releases are output in units of mol, and instant release rates in 

units of mol/year (assuming the unit of time in the Source Worksheet is years), in both the 
graphic displays and the generated Excel file. 

If 'Bq' then cumulative releases are output in units of Bq, and instant release rates in units 

of Bq/yr. 
scaleY 

Range to display in the plots. This variable does not affect the output Excel file. 

The command  

smoothDriver(outputFile, GEVDflag, createExcelFlag, maxTime, plotUnit, 

suffix, scaleY) 

is the main instruction driving the smooth kernel density estimator, the graphic displays, and the 

generation of the Excel file with cumulative releases and release rates. The m-file containing the 

function smoothDriver must be consulted for additional fine controls, simulation settings, and 

KDE algorithms. 

Unit conversions controlled by the variable plotUnit require an additional auxiliary file. This file 

is named RadionuclideHalfLives.xlsx, and must be located in the testing directory. The content of 

this auxiliary file is self-explanatory and is reproduced in the following figure. 
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If more or different radionuclides are considered, the corresponding information for the additional 

radionuclides must be incorporated in the file RadionuclideHalfLives.xlsx to ensure appropriate 

unit conversions from mole to Bq. 

The next plots were generated by executing example_plot.m. The following plot is the raw data in 

the file T01_out.res. To prepare such plot, the arrival times at Node 2 are identified and classified 

by radionuclide. For each radionuclide, the total arrival times (source injection time plus travel 

time) are sorted in increasing order, and the cumulative probability-weighted mass for each arrival 

time is computed. The cumulative releases are defined as the cumulative probability-weighted 

mass versus the sorted particle arrival times. 

 

The following plot was produced with the logical variable GEVDflag=false (only Gaussian kernels 

used). The objective of the smoothing algorithm is producing smooth approximations to the cumu-

lative releases, to facilitate the computation of instant release rates as time derivatives. 
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The plot includes the original raw data to facilitate the analyst deciding whether the smooth fit is 

adequate. The dashed lines indicate extrapolations beyond the raw data. Note that the right tails of 

the functions differ from the raw data. The following example employed GEVDflag=true (Gauss-

ian kernels used in the central points and GEVD used in the left and right tails), which improved 

fits to the right tails. 

 
 

Different radionuclide release rates are computed depending on the smoothing algorithm. The next 

two figures compare radionuclide releases computed with the setting GEVDflag=false and GEVD-

flag=true. 
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The analyst must decide which smoothing algorithm fits best the data. Additional simulation con-

trols are available in the m-files makeSmooth.m and makeSmoothGEVD.m, available in the folder 

testing/private. Using GEVD is recommended when cumulative releases attain a full sigmoidal 

shape (i.e., cumulative release attain a full plateau at the right tail). Fitting to tails becomes poor 

when cumulative releases are still increasing at the detection node. 

 

There is a level of uncertainty in the release rate computation introduced by the need to use 

smoothing algorithms. The uncertainty is reduced by using more particles, but it can never be 

completely eliminated. This is a fundamental limitation of time-domain particle tracking methods. 

 

The following figure is fragment of information contained in an example output Excel file. The in-

formation is self-explanatory. At the end of the file, radionuclide release rates are reported, identi-

fied by the label “Rate.” 

Gaussian kernels only 

GEVDflag=false 

Gaussian kernels and GEVD at tails 

GEVDflag=true 
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All of the input files, graphic output files, and Excel file include the same prefix label (T01_ in the 

example in Table 5 and the figure preceding Table 5). 

4.4. TRUE-Block Network Example 

Benoit Dessirier, Chin-Fu Tsang, Bruno Figueiredo, Jonas Pedersen, and Auli Niemi of Uppsala 

University examined the TRUE-Block Scale field experiment at Äspö (SKB, 2003). They pro-

posed the formation of flow channels within a fracture network, as alternative explanation of pres-

sure tests, dilution tests, and tracer tests of the TRUE-Block Scale field experiment. They con-

structed a pathway network made of flow channels embedded in a fracture network. The channel 

network can be input to ISTIDRAW for the analysis of tracer tests. 

 

To collaborate in the development of ISTIDRAW, Uppsala University provided two sets of chan-

nel networks, referred to as Network 34 and Network 35. Network 34 is a backbone channel net-

work embedded in 10 fracture planes. Network 35 is a denser network built by considering smaller 

fractures in addition to the 10 main fracture planes. Networks 34 and 35 are depicted in the follow-

ing figures. The injection node is represented by the blue dot and the extraction node by the pink 

node. The downstream end of each segment is indicated by a red dot. Most of the network is ex-

cluded from the figures; only the nodes and channels that belong in trajectories connecting the in-

jection node to the extraction node are depicted. The length units in the axes are meters. 
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The number of trajectories connecting the injection and extraction nodes is approximately calcu-

lated by raising the average number of outflow segments per node to a power equal to the average 

number of segments in a trajectory. Even the relatively simple Network 34 produces tens of thou-

sands of possible trajectories connecting the injection and extraction nodes, and it is not computa-

tionally feasible to identify all possible trajectories for Network 35. However, for radionuclide 

transport computations, the most likely trajectories (trajectories with high flows along all seg-

ments) capture the majority of the release. Less likely trajectories (longer trajectories with a num-

ber of segments of low flow) are associated with delayed particle arrival times at the extraction 

node. 

 

The most likely trajectories can be identified by following particles randomly moving from the in-

jection to the extraction node. The most likely trajectories tend to have higher flows across all seg-

ments (the probability for a particle to transfer into a segment at branching nodes is assumed pro-

portional to the segment flow) and fewer segments. It is more practical to compute radionuclide 

transport considering only a subset of the trajectories. Radionuclide releases computed on the basis 

of a subset skewed to the most likely trajectories will yield shorter arrival times at the extraction 

node, which is adequate (conservative) for performance assessments. 

 

The ISTIDRAW distribution includes scripts to extract a limited number of trajectories from Net-

work 34 and Network 35. The base channel network was computed by collaborators from Uppsala 

University, with corresponding electronic files archived inside the folder called TRUEBlock, and 

subfolders named sample_34_v2 and sample_35. The MATLAB script, located in the TRUEBlock 

folder is named example_network.m. Contents of the m-file are reproduced in the following screen 

capture. 

Network 34 

Network 35 
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To execute the m-file, the MATLAB main directory must point to the TRUEBlock folder. The pa-

rameters of the function drive_extract are explained in Table 6. 

 

Table 6. Inputs to the drive_extract MATLAB function to post-process channel network information of the TRUE-

Block field test 

Variable name Value 

First entry ‘s34’ : process channel network based on 10 fracture planes 

‘s35’ : process channel network based on 10 fracture planes and secondary fractures 

‘zsamp’ ‘monte’ : find random trajectories allowing for repeats 

‘unique’ : find unique (different) trajectories 

‘nsamp’ Number of trajectories 

'zwght' ‘monte’ : assign weight to trajectories based on the frequency they are identified 

‘renorm’ : assign weight to trajectories based on the relative flows (preferred method) 

‘zpfile’ 
‘trajectories.dat’ : name of trajectory file. The arbitrary file name is declared in the Master Worksheet via 
the variable zpathfile, and the variable ypathfile set to T (=true) or 1. In the example in the previous fig-

ure the trajectory file is named 's35_200unique.dat'.  

‘zxls’ 
‘transportParameters.xlsx’ : name of the Excel file to contain information on transport parameters. In the 

example in the previous figure, the Excel file is named 'inputFile.xlsx'. 

‘zsht’ 
‘worksheet’ : name of the worksheet, within the Excel file ‘transportParameters.xlsx’ to contain network 
information related to transport parameters. This worksheet must be copied to the Master Worksheet. 
The name of the transport parameter worksheet, in the Master Worksheet, must be identified by the var-
iable zGsheet.  
 

In the example in the previous figure, the worksheet is named '200u' within the file 'input-

File.xlsx'. 

 

The m-file extract_sample.m includes additional flags and default values of transport parameters 

such as porosity, dispersion coefficient, matrix diffusion coefficient, matrix thickness, and matrix 

retardation coefficient.  

 

After executing example_network.m, the script outputs the following information in the MATLAB 

command screen: 
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The integer after the string ‘minj’ is the injection node (6 in the example), and the integer after the 

string ‘mpmp’ is the extraction node (115 in the example). The injection node must be declared 

in the Master Worksheet as the source node, via the variable srcNode. The extraction node 

must be identified in the Master Worksheet as a recording node, via the variable ytraceNode. 

 

The structure of the trajectory file is explained with an example with 10 trajectories, as follows 

10  %Number of trajectories 

138 %Number of nodes 

66  %Number of segments 

9  % Maximum number of segments for a trajectory 
9 6 5 7 9 6 6 6 6 6 % Number of number of segments for each trajectory 

6 5 10 26 55 94 118 131 104 115 % Node sequence for trajectory 1 
6 16 40 96 138 134 115 0 0 0  % Node sequence for trajectory 2 
6 19 51 107 136 115 0 0 0 0    % Node sequence for trajectory 3 
6 16 19 40 96 138 120 115 0 0  % Node sequence for trajectory 4 
6 19 26 51 89 130 132 131 104 115 % Node sequence for trajectory 5 
6 16 19 62 107 136 115 0 0 0  % Node sequence for trajectory 6 
6 19 51 107 136 125 115 0 0 0  % Node sequence for trajectory 7 
6 16 40 62 107 136 115 0 0 0  % Node sequence for trajectory 8 
6 19 40 96 138 120 115 0 0 0  % Node sequence for trajectory 9 
6 5 19 62 107 136 115 0 0 0    % Node sequence for trajectory 10 
1 11 21 31 41 51 60 63 65     %Segment sequence for trajectory 1 

2 12 22 32 42 52 0 0 0    %Segment sequence for trajectory 2 

3 13 23 33 43 0 0 0 0    %Segment sequence for trajectory 3 

4 14 24 34 44 53 61 0 0    %Segment sequence for trajectory 4 

5 15 25 35 45 54 62 64 66    %Segment sequence for trajectory 5 

6 16 26 36 46 55 0 0 0    %Segment sequence for trajectory 6 

7 17 27 37 47 56 0 0 0    %Segment sequence for trajectory 7 

8 18 28 38 48 57 0 0 0    %Segment sequence for trajectory 8 

9 19 29 39 49 58 0 0 0    %Segment sequence for trajectory 9 

10 20 30 40 50 59 0 0 0    %Segment sequence for trajectory 10 

0.0707116  %Weight or probability of trajectory 1 

0.113976 %Weight or probability of trajectory 2 

0.16771 %Weight or probability of trajectory 3 

0.0426361 %Weight or probability of trajectory 4 

0.0960976 %Weight or probability of trajectory 5 

0.105344 %Weight or probability of trajectory 6 

0.0830558 %Weight or probability of trajectory 7 

0.120691 %Weight or probability of trajectory 8 

0.0674522 %Weight or probability of trajectory 9 

0.132326 %Weight or probability of trajectory 10 

The top lines in the trajectory file (blue font), tells ISTIDRAW the structure of the file. The second 

block (green font) is the list of 10 trajectories. Note that all trajectories start at 6 (injection node) 

and end at 115 (detection node). The third block (red font) is the sequence of segment numbers, 

for each of the 10 trajectories. For each segment, the transport properties for each radionuclide are 

defined in the output Excel file. (As stated in Table 6, Information in the Excel file must be copied 

to the Master Worksheet to input the transport parameters to ISTIDRAW.) The fourth block (grey 

font) is the probability of each trajectory. This probability is applied as a weight factor to each par-

ticle tracked in the radionuclide transport model. Each trajectory is independently simulated in IS-

TIDRAW; each trajectory includes the same number of particles. 

 

The distributed files with ISTIDRAW contains an example Master Worksheet, InputFile_exam-

plesNetwork.xlsx, including examples of pathway networks prepared using Network 35. Several 

trajectory files are included s35_05unique.dat, s35_10unique.dat, s35_100unique.dat, 

s35_1000unique.dat, where the numbers 5, 10, 100, and 1000 represent the number of different 

trajectories in each trajectory file. Each trajectory file must be properly paired with a Pathway Net-

work Worksheet. The input file InputFile_examplesNetwork.xlsx provides several examples to 

probably establish the pairing. The input file in the worksheet Source_s34 is a simple pulse input, 

as a first approximation to simulate injection-extraction tests of conservative tracers in the TRUE-

Block field experiments. 
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In the testing folder, examples with the prefixes “N01” and “N01” provide examples of cumulative 

releases and instant release rates for conservative tracers, considering Network 35.  
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Appendix 
The ISTIDRAW mathematical model for retention time in a matrix is based on the Cvetkovic et al. 

(1999) analytical model, which considered particle transport in a fracture and surrounding matrix. 

The model considers diffusion in the matrix, advection in the fracture, and reversible sorption 

within the matrix and on the fracture walls. Cvetkovic et al. (1999) solved the model in Laplace 

space, which must be inverted to the time domain. An inverse Laplace transform can be analyti-

cally derived for the case of a semi-infinite matrix domain, but not for more complex conditions 

with a finite domain. 

 

Neglecting particle decay and assuming uniform fracture aperture, the general form of the 

Cvetkovic et al. (1999) model for normalized return flux with a no-flow boundary at full matrix 

depth can be expressed in Laplace space as 

𝑓(𝑠) =  
�̂�

∆𝑀
= exp[−𝜏𝐺𝑓(𝑠)] exp [−

𝜏𝜃

𝑏
(𝐷𝑚 𝐺𝑚(𝑠))

1/2
𝐴(𝑠)] (A-1) 

𝐺𝑖(𝑠) =  𝑠 (1 +
𝐾𝑑
𝑖𝛼𝑖

𝑠+𝛼𝑖
) ≈ 𝑠𝑅𝑖 for equilibrium sorption (𝛼𝑖 → ∞) (A-2) 

𝐴(𝑠) = tanh [𝜁 (
𝐺𝑚(𝑠 )

𝐷𝑚
)

1/2

] (A-3) 

where 

𝑠 Laplace variable [1/T] 

�̂� Mass returning from the matrix to the fracture [M] 

∆𝑀 Mass instantaneously transferred from the fracture to matrix [M] 

𝜏 Residence time for a nonsorbing tracer in the fracture system [T] 

𝜃 Matrix porosity 

𝐷𝑚  Porewater diffusivity in the matrix [L2/T]. (Note that the effective diffusivity is 𝜃𝐷.) 

𝑏 Fracture aperture [L] 

𝜁 Thickness of matrix domain [L] 

𝐾𝑑
𝑚 Dimensionless sorption coefficient in the matrix (𝐾𝑑

𝑚 = 𝜌𝑏𝐾𝑑 𝜃⁄ , where 𝜌𝑏 is the bulk 

density and 𝐾𝑑 is the partition coefficient) 

𝐾𝑑
𝑓

 Dimensionless sorption coefficient on the fracture wall (𝐾𝑑
𝑓
= 𝐾𝑎𝑏𝑎 𝑏⁄ , where 𝐾𝑎 is a 

dimensionless sorption coefficient at a reference aperture 𝑏𝑎) 

𝛼𝑚 Rate coefficient for reversible sorption in the rock matrix [1/L] 

𝛼𝑓 Rate coefficient for reversible sorption on the fracture wall [1/L] 

𝑅𝑚 Retardation factor in the matrix (1 + 𝐾𝑑
𝑚) 

𝑅𝑓 Retardation factor due to surface adsorption on the fracture wall (1 + 𝐾𝑑
𝑓
) 

  
Cvetkovic et al. (1999) assert that the same expression holds for the case of zero concentration at 

full matrix depth, except that 𝐴(𝑠) is replaced with 1/𝐴(𝑠). 
 

When equilibrium fracture-wall and matrix sorption is considered, Eq. (A-1) simplifies to  

𝑓(𝑠) =  
�̂�

∆𝑀
= exp[−𝜏𝑅𝑓𝑠] exp[−(𝜏1𝑠)

1/2 tanh[(𝜏2𝑠)
1/2]] (A-4) 

𝜏1 = (
𝜏𝜃

𝑏
)
2

𝑅𝑚 𝐷𝑚 (A-5) 

𝜏2 = 𝜁
2
𝑅𝑚
𝐷

 (A-6) 
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The matrix and fracture components of the Cvetkovic et al. (1999) model can be separated using 

the time-shifting property of Laplace transforms, where ℒ−1[𝑒−𝑎𝑠𝐹(𝑠)] = 𝐹(𝑡 − 𝑎)𝑢(𝑡 − 𝑎). In 

this expression, ℒ−1[∙] indicates the inverse Laplace transform and 𝑢(𝑡) is the Heaviside step func-

tion. 

 

The cumulative distribution function for particle return time after an instantaneous pulse trans-

ferred to the matrix is 

𝐹(𝑡) = ℒ−1[𝐹(𝑠)] = ℒ−1[𝑓(𝑠)/𝑠] (A-7) 

The general solution to Eq. (A-4) is therefore  

𝐹(𝑠) =
1

𝑠
exp[−(𝜏1𝑠)

1/2 tanh[(𝜏2𝑠)
1/2]] (A-8) 

 

In the limit as 𝑥 → ∞, tanh[𝑥] = 1, and tanh[𝑥] = 𝑥 in the limit as 𝑥 → 0. ISTIDRAW uses the 

analytical solution for the case of infinite matrix depth (𝜁 → ∞, thus 𝜏2 → ∞). For this case, re-

gardless of the matrix boundary condition Eq. (A-8) reduces to  

𝐹(𝑠) =
exp[−(𝜏1𝑠)

1/2]

𝑠
 (A-9) 

𝐹(𝑡) = erfc [(
𝜏1
4𝑡
)
1/2

] (A-10) 

 

For the case where the matrix depth is small (𝜁 → 0, thus 𝜏2 → 0), Eq. (A-8) reduces to  

𝐹(𝑠) =
exp[−(𝜏1𝜏2)

1/2𝑠]

𝑠
 (A-11) 

𝐹(𝑡) = 𝑢[𝑡 − (𝜏1𝜏2)
1/2] (A-12) 

 

If the far-field matrix boundary condition is zero concentration, instead of no flow, the correspond-

ing matrix equation for a small matrix depth is 

𝐹(𝑠) =
exp[−(𝜏1𝑠)

1/2 coth[(𝜏2𝑠)
1/2]]

𝑠
=
exp[−(𝜏1 𝜏2⁄ )1/2]

𝑠
 (A-13) 

𝐹(𝑡) = exp[−(𝜏1 𝜏2⁄ )1/2] (A-14) 

 

Valsa and Brančik (1998) developed an approach to numerical Laplace transform inversion based 

on high-pass filters, rather than most common approached relying on approximation polynomials. 

Valsa uploaded a MATLAB routine exemplifying the solution approach to the MathWorks® file 

exchange in 2011 (https://www.mathworks.com/matlabcentral/fileexchange/32824-numerical-in-

version-of-laplace-transforms-in-matlab). Confirmatory testing of the model against several ana-

lytical solutions suggests that solutions can be obtained that are accurate to at least nine decimal 

places with suitable selection of coefficients. However, the approach does exhibit aliasing effects 

when the solution in time has nearly discontinuous derivatives (e.g., a Dirac delta function or a 

Heaviside function). The uploaded example version of the MATLAB numerical inversion routine 

internally generated output times and accepted a character string defining the function to be in-

verted. The routine was revised to improve generality and robustness. 

 

The Laplace transforms has the following time-scaling property 

https://www.mathworks.com/matlabcentral/fileexchange/32824-numerical-inversion-of-laplace-transforms-in-matlab
https://www.mathworks.com/matlabcentral/fileexchange/32824-numerical-inversion-of-laplace-transforms-in-matlab
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ℒ[𝑓(𝑎𝑡)] =
1

𝑎
𝑓ℒ (

𝑠

𝑎
) (A-15) 

where ℒ[𝑓(𝑡)] = 𝑓ℒ(𝑠). Equation (A-8) has two time constants (𝜏1 and 𝜏2). The inverse Laplace 

solver by Valsa and Brančik was applied to Eq. (A-8) over a wide range of 𝜏1 and 𝜏2 to generate a 

lookup table for 𝐹(𝑡𝑠), where 𝑡𝑠 = 𝑡/(𝜏1𝜏2)
1/2. The table employed a combined parameter 𝑇 =

(𝜏2/𝜏1)
1/2, and tabulates log[𝐹(𝑡𝑠)], log[𝑇], and log[𝑡𝑠] for selected values of 𝐹(𝑡𝑠). The tabula-

tion process assumes 𝜏1 is 1. To calculate 𝐹(𝑡), the interpolated 𝑡𝑠 values based on 𝜏1 and 𝜏2 are 

multiplied by 𝜏1. 

𝑡𝑠 =
𝑡

(𝜏1𝜏2)
1/2

=
𝑡

𝑅𝑚
(
𝑏

𝜏 𝜃 𝜁
) (A-16) 

𝑇 = (
𝜏2
𝜏1
)
1/2

=
𝜁 𝑏

𝜏 𝜃 𝐷𝑚
 (A-17) 

 

The created table employed 76 values for 𝑇 and 603 values for 𝐹(𝑡𝑠) to assure accuracy. The table 

spans the range that can be accurately calculated with the inverse Laplace transform solver. 

 

Figure A-1 shows selected values of the interpolation table, increasing 𝑎 by an order of magnitude 

for each successive curve from blue to yellow. Figures A-2 and A-3 compare the interpolated and 

directly calculated responses for a case with a matrix thickness of 0.01 (Figure A-2) and 10 (Fig-

ure A-3). 

 
Figure A-1. Tabulated CDF for particle retention time in the matrix. The CDF is plotted as min(F, 1−F) to fa-

cilitate logarithmic scaling. Curves use scaled time for selected values of 𝑎 = 𝜏2/𝜏1 ranging from 10−8 to 1017. 

Each curve increases by one order of magnitude moving from blue to yellow. 
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Figure A-2. Interpolated and directly calculated matrix retention time CDF with matrix thickness of 0.01. 

Each curve represents a different 𝜏 (fracture travel time), increasing from 10−3 to 102 by a factor of 10 from 

blue to yellow. 

 

 
Figure A-3. Interpolated and directly calculated matrix retention time CDF with matrix thickness of 10. Each 

curve represents a different 𝜏 (travel time in the fracture), increasing from 10−3 to 102 by a factor of 10 from 

blue to yellow. 
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